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The use of computational tools for the study of literature can facilitate new 
perspectives and avenues for critical work. Reflecting on the recent emergence 
of (and increasing hype around) large languages models such as GPT, this essay 
argues that the creation of “smart” data sets and corpora as new forms of liter-
ary objects requires and enables the development of computational methods 
and tools that can create “data stories”. Smart data sets continue a humanistic 
tradition of textual scholarship and bibliography while also preparing text data 
to be “read” by machines. In telling “data stories” about Herman Melville, we 
bridge the gap from “numbers to meaning” in a variety of examples from Billy 
Budd. The essay closes with a broader reflection on reading Melville in the age 
of machine learning and artificial intelligence.

Digital Approaches to Melville Studies?

Herman Melville’s writing has a rich and storied history, with a long-standing place 
in the literary canon and a lasting impact on American literature and cultural stud-
ies. However, in recent years, the field of Digital Humanities has sought to analyze 
and interpret Melville’s texts through the lens of technology and digital tools. While 
these approaches may offer some new insights, it is important to critically examine 
the role of technology in our interpretation of literature. In this essay, we will explore 
the intersection of Melville and Digital Humanities, considering the potential lim-
itations and pitfalls of using digital technologies to analyze and interpret his works. 
We will also consider how these approaches may risk reducing the complexity and 
nuance of Melville’s writing and obscuring the deeper cultural and historical con-
texts in which it was produced.

An introduction to an academic essay on the topic of Melville and Dig-
ital Humanities might begin with these words above. But, mindful of 
Tommo’s cry in Melville’s Typee that “Appearances all the world over 
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are deceptive,” (206) we must add, ceci n’est pas un abstract; the text above was 
generated by OpenaI’s ChatGPT. ChatGPT is already unprecedented both for 
its widespread use and its feverish treatment in the press. It is a tool for gen-
erative artificial intelligence, based on a large language model (LLM) trained 
on the entire internet and all publicly available human produced text until 
roughly the year 2021.1 It appears that ChatGPT “writes” new text, but it is 
actually a predictive software (like an enhanced autocomplete): it is good at 
predicting what word should come next given a series of prompts; each prompt 
then instructs the tool to generate new text. When advances in artificial Intelli-
gence (aI) are made to write a research paper on Herman Melville (or any other 
topic for that matter), the “stochastic parrots”2 of large language models such 
as ChatGPT will produce seemingly convincing models of academic writing 
and analysis and yet remain neither artificial nor intelligent. What may result is 
a “textpocalypse,” a “tsunami of text” which, according to Matthew Kirschen-
baum, will redefine our relationship to writing. Yet many human writers are 
themselves stochastic parrots who––consciously or not––engage in formulaic 
thinking, text re-use, and various forms of copying. as tempting as it may seem 
to have an omniscient oracle and automaton at one’s side, the production of 
research at the push of a button has never been a primary objective of digi-
tal humanities researchers. a large language model only reflects what humans 
have already said, but it is not discriminating nor does it understand human 
motives, context, or intentions. Such computational systems also do not under-
stand ambiguities and abstractions. Despite their seeming understanding of two 
topics such as Herman Melville and Digital Humanities, these systems have no 
semantic understanding or hierarchical processing models that are essential to 
other kinds of language tools. Why, then, should aI tools and LLMs like GPT 
matter for literary studies (other than the obvious issue of automating the cre-
ation of text), and how do they stand in relation to other Digital Humanities 
tools? Do infrastructures of computation and machine learning actually inter-
sect with the literary text as such? If so, how do the infrastructures of textuality 
reflect back on the questions we ask of literary texts and figures like Melville? 
Finally, as many other have already asked, how do scholars and teachers guard 
against the dangers of ChatGPT while also highlighting its gains?

These questions turn upon the important issue of methodology in digital 
literary studies and Digital Humanities more generally. The last twenty-odd 
years of labor-intensive digital projects such as Melville’s Marginalia Online 
(MMO), the Melville Electronic Library (MEL), and Melville’s Print Collection 
Online (MPCO) have turned the object of investigation in literary and cultural 
studies into a different object with different affordances. Digital scholarly edi-
tions and archives consist of what Christof Schöch calls “smart data”––that is, 
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data collections of literary texts such as mel’s Billy Budd that can be processed 
with a variety of digital tools. these tools are representations of a smart data 
set; they can range from a print book (or e-book) that can be read and studied 
by human beings as well as machine-actionable data that can be processed 
and displayed on the computer (see Chapters 1 and 5 of ohge 2021). as ryan 
Cordell emphasizes, digitization “does not remove a historical artifact from 
material culture, but adds another stratum of computational materiality to its 
social text” (20). in a world increasingly shaped and driven by digital tools, 
digital infrastructure, algorithms, and data, digital literary studies must reckon 
with data as a new source for study. such a new method entails a variety of 
questions of knowledge structure, provenance, and deployment through tools, 
interfaces, and what we call “data stories.” Considering the literary dataset 
as a corpus, and as a distinct genre, as suggested by michael Gavin’s recent 
work, Literary Mathematics, we will demonstrate the various ways that dig-
ital humanities methods can furnish “data stories.” We will illustrate these 
data stories by progressing through various dh approaches in a more or less 
chronological order: structured data from the melville electronic library, text 
analysis tools that analyze unstructured text data from the same source, and a 
reflection on ai tools that make use of computational dictionaries and llms. 
Before we can discuss possible ways of connecting data and narration, num-
bers and interpretation, let us consider the human labor and achievements 
upon which state-of-the-art language models and digital humanities method-
ologies rest.

Textual Scholarship, Text Analysis,  
and Narratives of Smart Data

Early digital approaches to melville were indebted to a rich scholarly 
tradition, inherited from bibliography and textual scholarship, which 
focused on the manual curation of digital texts and metadata for the pur-

poses of various tools––scholarly editions, digital archives, and other resources 
on the internet. an important method of these approaches is to formalize tra-
ditional techniques of philological and bibliographical study into digital text 
markup. For example, melville’s marginalia online, under the direction of ste-
ven olsen-smith, rendered merton sealts, Jr.’s bibliographic checklist of books 
melville read, borrowed, and consulted into a database. the project has since 
organized melville’s marginalia into structured Xml data and released impres-
sive data visualization tools. the melville electronic library also expanded 
traditional methods of textual studies for digital media. as John Bryant argues 
in “access and affiliation: a Biography of digital melville” (9–34), mel uses a 
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“fluid text” approach to textual editing, and uses digital technology to publish 
editions that enable users to navigate a work’s textual fluidity (Bryant 2002). 
The goal of both enterprises is to make texts and images of primary materials 
more accessible, but they are also creating valuable datasets that are grounded 
in scholarly traditions. Such enhanced accessibility means not only more avail-
able texts that can be read and searched but also more reliable data sets on 
which we can apply analyses of various kinds.

On the other hand, a new tradition of semi-automated and automated 
analyses and generation of texts is burgeoning. For a couple of decades, this 
approach has been represented by corpus linguistic approaches, dictionary- 
based topic clustering, Natural Language Processing (NLP) tools (in which 
a programming language automatically organizes and / or tags texts and pro-
duces statistics on them), stylometric tools, and (recently) machine learning 
and artificial intelligence tools. Both manual and automated approaches have 
gains and losses, and their ultimate success depends, as always, on the crit-
ical payoffs of the results. These approaches also raise questions about the 
crucial elements of judgment and discourse with regards to these tools. are 
these computational tools the generators of facts or knowledge? Or, are they 
tools for producing more useful metaphors, or more reliable narratives about 
the significance of our literary heritage and literary practices themselves? In 
an age of machine learning, neural networks, and artificial intelligence, what 
is a literary text made of? Who made it? Where is the text in this computer? 
Grappling with these questions highlights the age-old critical questions of 
aboutness—the intentionality of writers and readers, the elements of style, 
the material facts of textual fluidity. These digital tools will never supplant 
critical thinking, bibliographic rigor, and the material histories of texts, as 
Katherine Bode has persuasively argued (see Bode 2017 and 2020). By iterat-
ing between data and discourses of knowledge, digital methods can sharpen 
our critical facilities.

Given the ubiquity of digital tools now, we might even think of compu-
tation and the datafication of text in ever larger digital text repositories as the 
infrastructures of everyday life––including many aspects of academic work. 
In viewing computational tools as forms of external cognition and “compu-
tational offloading” (Rogers and Brignull; Miller)––think of the cell phone in 
your pocket that yields more computational power than the largest supercom-
puter 40 years ago––we can begin to see that computation yields much more 
than merely calculating numbers. In fact, the recent revolution of LLMs and 
other aI systems based on neural networks are slowly but surely developing 
into frameworks for thinking, platforms for reading, and infrastructures of 
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writing. intellectual work has always been reliant on infrastructures (librar-
ies, printing presses, publishing houses, labor, and the like); however, the 
infrastructural aspects of computation in the present moment increasingly act 
as an omnipresent “sub-sub librarian” who is “picking up whatever random 
allusions” as a “painstaking burrower and grub-worm,” to borrow from Moby-
Dick. the product of llms like ChatGpt, whose neural architecture is in large 
part based on the ability to utilize and detect what Vaswani has called “long 
range dependencies” between individual tokens and words of texts, can be seen 
as an almost melvillean aggregation of quotes schematically like “extracts” at 
the beginning of Moby-Dick. the machine-based aggregation of texts that lies 
at the heart of generative systems such as ChatGpt would be unthinkable 
without the long tradition of text encoding and annotation. the very idea of 
machine learning is fundamentally predicated on the human intellectual labor 
of encoding (annotating) data sets to train machine learning systems. thus, 
as many commentators in dh have suggested, text encoding and annotation 
not only facilitate the creation of smart data and new forms of publication; 
they also constitute a form of close reading that complements distant readings 
and machine-generated textual output. as a result, it is not uncommon to find 
digital textual scholars offering interpretations of their manual encoding (see 
Cummings, posner, singer, and eve).

to demonstrate the importance of text encoding as a kind of close textual 
analysis, we will focus on Billy Budd, which has so far received the most gran-
ular digital treatment of all melville’s works. the digital edition of Billy Budd 
was first released in 2019, after roughly 10 years of collaborative planning, 
data entry, and annotation.3 the workflow was painstaking: following the 1962 
hayford-sealts genetic transcription of the manuscript, mel editors created 
new diplomatic transcriptions of the Billy Budd manuscript leaves, matched 
revisions to the digital facsimiles of the manuscript, and encoded each revi-
sion with semantic Xml vocabulary using the text encoding initiative’s p5 
guidelines, which describe features such as the purpose, composition stage, 
and medium of each revision (see Fig. 1).4

much of this work demonstrated what hershel parker, ohge, and John 
Wenke have suggested––namely, that melville complicated the mental state of 
Captain Vere as he revised, but the manuscript’s incompleteness makes it diffi-
cult to ascertain melville’s intentions in revising and refining the story (parker 
1990; ohge 2017; Wenke 2022). in a basic sense, the availability of edited tran-
scriptions of the manuscript makes it possible for users to examine these ideas 
for themselves. But the digital work also foregrounds melville’s process rather 
than the old method of establishing the text that adheres to editorial theories of 
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Melville’s “final” or “latest” intentions. The same image in the previous figure 
can be examined in MEL’s “diplomatic” view to give readers direct engagement 
with a snapshot of Melville’s process.

When the user hovers over a revision (shown in Fig. 2 with Melville’s sub-
stitution of “or then” for “and” in the opening line of Chapter 1), the TEI-XML 
encoding becomes in the interface a mouse-over note with information about 
the revision (the place of the revision, the hand, the image, the type of revision, 
how it was rendered, and at which change/composition stage it occurred).

Doing this editorial work can also provide critical insights that may have 
never occurred to even the most experienced readers of Melville’s texts. One 
of the most basic reasons for undertaking the text encoding is to generate sta-
tistics of the encoded text. This method can be accomplished in a variety of 
ways, but the two most common––and useful––ones are to use XPath to query 
the XML data and then to use text analysis methods to tokenize5 and calculate 
word frequencies of the data. Such a workflow enables us to count the number 
of revision types (Fig. 3) in the manuscript, and then sequence the revisions 
per composition stage (Fig. 4).

Two facts immediately appear from this analysis: Melville deleted more 
than he added overall, and he revised more in later stages of composition 
(stages F, G, and p). It would have been nearly impossible to generate these 
facts without having carefully encoded each revision in the manuscript with 
the compositional information from the Hayford-Sealts printed transcription.

We can then reveal other important analyses. On a basic level, text analy-
sis starts with calculating word frequencies in a text; it is basic counting. Given 
that we are interested in revision, we can quickly generate relevant information 
such as word lists of revision-words (Fig. 5).

This first list shows the top results––mostly function words (which, 
according to linguists, can still be worthy of attention)––but notice that even 
though in revising Melville deleted more often than he added, he added more 
words (which is not surprising because we know he was adding new material 
in late stages). Here we could also pursue a line of thought about Melville’s 
tendency to delete and whether he used a high frequency of negation words 
while revising the text (Fig. 6). This list generates some proof for the claim that 
Melville has a higher frequency of negation-words (“not,” “never,” “nothing,” 
for example) in added text than in deleted text.

Related to this idea of negation is sentiment––to what extent did Mel-
ville’s increased use of negation words in Billy Budd change the shape of the 
narrative?6

To address this question, we processed the TEI-XML data of the Billy Budd 
manuscript into unrevised and revised texts, which along with composition 



Fig. 3. Bar graph showing the number of revision types in the Billy Budd manuscript.

Fig. 4. Bar graph showing the number of revisions per composition stage in the Billy 
Budd manuscript. The abbreviations for composition stages follow the Hayford and 
Sealts designations for Melville’s manuscript that use letters (A, B, C, and so on) to 
represent inscription sequences.



Fig. 5. Table of the top twelve most frequent words deleted and added in 
the Billy Budd manuscript.

Fig. 6. Table of word frequencies of deleted words (left) and added words 
(right) in the Billy Budd manuscript, with selected negation words bolded.
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stage data, further enables us to approximate earlier and later versions of the 
text. sentiment analysis algorithms were then applied to the early and later 
drafts to gauge whether there was a noticeable difference in sentiment between 
melville’s substantive versions (Fig. 7; in color insert).

applying sentiment analysis to literary texts can be fraught with dif-
ficulties, but matthew Jockers’s syuzhet package offers compelling results.7 
rule-based approaches to natural language processing and digital literary 
studies such as sentiment analysis have been based on basic look-up algo-
rithms that compare lists of words against other lists of words such as dictio-
naries. sentiment analysis is a process of chunking textual units (into word 
roots, single words, n-grams, and whole sentences) and joining them to sen-
timent dictionaries which classify those textual units into sentiment scores 
or designations such as positive, negative, or neutral. other dictionaries, such 
as nrC, can also group sentiment words into categories such as fear, joy, and 
anticipation.8 the joining operation renders a list of textual units with senti-
ment scores or designations in a data frame that can be ordered and counted 
for analysis (see fig. 8). digital scholars such as matthew Jockers and Kath-
erine elkins have also shown that sentiment analysis can also be a gauge of 
narrative development.

sentiment analysis nevertheless comes with several caveats. sentiment 
dictionaries are based on contemporary language pulled from contemporary 
internet sources, which sometimes distort the results of historical texts. to give 
one brief example, running a sentiment analysis on shakespeare reveals a high 
frequency of the word “drunk” as a negative sentiment word, but most readers 
of shakespeare would probably agree that several instances of that word in 
shakespeare have a positive valence. perhaps it is needless to say, but tagging 
any word or series of words with a “sentiment score” is problematic because the 
sentiment of all words depends not only on the context of surrounding words 
but also on myriad external factors about the text that would affect the senti-
ment of the language. the scoring may also seem rather arbitrary. however, to 
evoke Gavin, these quantitative approaches are not meant to be singular expla-
nations but rather textual data for further measurement and interpretation; the 
quantitative results form “one small piece of a large and diffuse interdisciplin-
ary project devoted to learning how to use textual modeling to describe and 
explain society” (Gavin 5).

the Jockers sentiment method has the virtues of analyzing the whole 
sentence (as opposed to one or two words), using four sentiment dictionar-
ies, and of being created by scholars who are trained in literary studies. the 
analysis in Fig. 7 shows that melville’s revisions to the manuscript increased 
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the negative sentiment. the graph also shows some noticeable deviations in 
sentiment during revisions (take note of the differences in the narrative time 
after 0.8 in the figure above).

the sentence to which syuzhet assigned the most negative sentiment in 
the revised version of Billy Budd (and the most negative score overall at -6.5) 
is the passage in Chapter 19 when Vere demands a response from Billy about 
Claggart’s accusation, “speak! defend yourself”:

Which appeal caused but a strange dumb gesturing and gurgling in Billy; 
amazement at such an accusation so suddenly sprung on inexperienced non-
age; this, and, it may be, horror at the accuser’s eyes, serving to bring out his 
lurking defect and in this instance for the time intensifying it into a convulsed 
tongue-tie; while the intent head and entire form straining forward in an 
agony of ineffectual eagerness to obey the injunction to speak and defend 
himself, gave an expression to the face like that of a condemned Vestal priest-
ess in the moment of being buried alive, and in the first struggle against suffo-
cation. (https://melville.electroniclibrary.org/editions/versions-of-billy-budd/
chapter-19)

it should be immediately evident why this lengthy sentence returns such a 
negative score: it has “dumb gesturing” and “gurgling”, then “horror,” “defect,” 
and “agony,” and concludes with the comparison of Billy to a “Vestal priestess” 
being buried alive. Crucially, though, this moment in the text is a product 
of late revision––it is melville’s late attempt to work out a trope that he had 
attempted in previous works. Billy has a problem with stuttering and violent 
outbursts, but so do earlier characters in melville’s work.

in Chapter ii of Redburn, for example, the eponymous character also 
struggles with stuttering, feelings of suffocation (anxiety), and anger, in the 
scene when he is confronted by the captain’s clerk who asks for him to pay for 
the ticket:

My whole soul was soured within me,  .  .  . I buttoned up my coat to the 
throat, clutched my gun, put on my leather cap, and pulling it well down, 
stood up like a sentry before him. He held out his hand, deeming any remark 
superfluous, as his object in pausing before me must be obvious. But I stood 
motionless and silent, and in a moment he saw how it was with me. I ought 
to have spoken and told him the case, in plain, civil terms, and offered my 
dollar, and then waited the event. But I felt too wicked for that. He did not 
wait a great while, but spoke first himself; and in a gruff voice, very unlike 
his urbane accents when accosting the wine and cigar party, demanded my 
ticket. I replied that I had none. He then demanded the money; and upon my 
answering that I had not enough, in a loud angry voice that attracted all eyes, 
he ordered me out of the cabin into the storm. The devil in me then mounted 
up from my soul, and spread over my frame, till it tingled at my finger ends; 
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and I muttered out my resolution to stay where I was, in such a manner, that 
the ticket man faltered back. (12–13)

Redburn engages in a tense exchange with the captain’s clerk on the Hudson 
steamship and ends with his admission that behavior like this is typical of boy-
hood.9 Later, in Chapter VII, he recalls his father’s downfall and notices that 
“something rises up in my throat and almost strangles me” (36). The sense of 
words being strangled or suffocated––the inability to render experience into 
verbal representations, and the latent anger accompanying that inability (“I 
almost hated them,” he says about his fellow passengers)––was a longstanding 
concern of Melville’s.

The word “suffocation” in the Billy Budd passage is also interesting 
because it only appears nine times in all of Melville’s fiction––three of which 
appear in Pierre. Consider this passage from the concluding paragraph to 
Book IX of Pierre:

Impossible would it be now to tell all the confusion and confoundings in the 
soul of Pierre, so soon as the above absurdities in his mind presented them-
selves first to his combining consciousness. He would fain have disowned the 
very memory and the mind which produced to him such an immense scandal 
upon his common sanity. Now indeed did all the fiery floods in the Inferno, 
and all the rolling gloom in Hamlet suffocate him at once in flame and smoke. 
The cheeks of his soul collapsed in him: he dashed himself in blind fury and 
swift madness against the wall, and fell dabbling in the vomit of his loathed 
identity. (171)

Here the “combining consciousness”––an inheritance from Hamlet––results 
in the collapse of sanity, of madness and anger. In both Redburn and Pierre, 
Melville is examining the combining consciousness of the boy consumed with 
uncertainties, anger, and the inability to use words to express their cognitive 
dissonance. Yet that sentence in Billy Budd still stands out, not only because 
we have evidence of revision that we do not have in the other works, but also 
because he is disrupting a previously used trope of violent male youth.

In Billy Budd, the simile of a “Vestal priestess” is shocking in its implica-
tions and adds to Melville’s previous attempts to analyze the rage and violence 
and sense of suffocation. In the revisions to Billy Budd Melville compares Billy 
to a virgin woman, something he could not quite do in previous fictions. Billy 
is not perfect––he is a repressed and violent character, and this is a new dimen-
sion, again, that Melville clarified in revision. Now, many readers may have 
taken note of the simile, or parts of this lengthy sentence, or even pondered 
how it reflects Billy’s tragic flaw. Nevertheless, it is unlikely that anyone would 
be able to situate this passage within the context of sentiment values, and sen-
timent values between two rough versions of the text that only textual editing 
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can facilitate. there is a factual basis to this negative sentence that spurs further 
critical considerations. this digital analysis enables a new form of attention 
that lends itself to new critical analyses. Why is this sentence so “negative”? 
melville’s sentence concerns the inner psychology of stunned silence and the 
physical manifestations of the horror––all wrapped in a terrifying simile about 
a vestal priestess being buried alive.

in response to this critical analysis, we could imagine a skeptical reader 
or scholar asking “how is this different from the way we read books––maybe 
i have already noted the passage and connected it to other passages with tra-
ditional methods?” or, perhaps, “how can i trust these calculations”? one 
important way in which this method is different harkens back to Gavin’s idea 
of the corpus. the text to which we are attending is a data frame rather than 
a book or document. the quantitative results are also meant to be analyzed 
with our familiar critical tools of reading. so in the previous example of Red-
burn, we do not have the book open on our table but the corpus open on our 
computer, which can itself be the site of the kind of close reading we aim to 
achieve, not of a single text but of the writer’s creative process over time (see 
Fig. 9 and Fig. 10).

the locus of a reader’s attention is the textual unit rendered in digital 
code that is then processed in a dataframe that can order those textual units in 
a variety of quantitative and logical permutations. the linearity of reading is 
disrupted to allow for non-sequential connections between texts. in essence, 
this activity recalls the original conception of hypertext, as formulated by 
ted nelson (Fig. 11), which holds that hypertext is a non-linear “unified text 
object” which cannot be usefully printed and should connect one or more edi-
torially related things (nelson 6).

the factual computation leads to a focused form of data-driven storytell-
ing through editorially connected things. echoing r. B. Braithwaite’s articula-
tion of deductive conceptualization, this kind of computational methodology 
allows hypotheses to become “theoretical concepts” which are connected to the 
facts of the text(s) arrived at through complicated logical and numerical rela-
tionships (Braithwaite ix). however, as this is not strictly a science, we must 
also acknowledge the contingencies involved in our articulation of such rela-
tionships. to borrow from poincaré’s formulation of models of belief systems, 
we cannot start with all the facts of the text(s); rather we start with intuitively 
selected facts that form a network consisting of established and new facts.

in one sense, then, in the previous example we are modeling a selective 
chain of associative processes of melville’s thought––misanthropic boyhood, 
anger, violence, the inability to express the angst of youth and injustice––
which was arrived at through a data analysis (the facts in this case would be 



Fig. 9: A corpus search for “anger” and “angry” in the AntConc software 
(note that the search query “\banger|\bangry” is a regular expression 
search that explicitly finds words that begin with “anger” or “angry”).

Fig. 10. A corpus search for various forms of “suffocate” in the AntConc software.
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“anger” and “angry” appearing 26 times, and “suffocate,” “suffocating,” and 
“suffocation” appearing 9 times, in Melville’s corpus). Data analysis becomes 
a generative process of new associative thinking about Melville’s process. Each 
locus of editorial attention in Billy Budd’s encoded text can be the basis of data 
analysis across Melville’s corpus.

Data stories; or, how to get from numbers to meaning?

The encoding and analysis of Billy Budd raises an important question: 
What stories can be told with data that are rich with symbolic rep-
resentations? as the cosmopolitan jests in The Confidence-Man, “The 

data which life furnishes, towards forming a true estimate of any being, are as 
insufficient to that end as in geometry one side given would be to determine 
the triangle” (194). The question of significance and meaning, of interpreta-
tion and understanding data, has never been a trivial one, as the cosmopoli-
tan here rightfully seems to argue. In our increasingly data-driven world, our 
ability to make sense of data is a new skill and even a new form of literacy to 
be taught at institutions of higher education around the world. However, how 
can we be critical toward that data? Can computational analyses of Melville 
teach us anything that we did not know previously? Ryan Heuser and Long 
Le-Khag have posed the question, “how do we get from Numbers to mean-
ing?” They add, “When all text encoding work is done, all calculations made 
and all computation executed, how do we move from this kind of evidence 
and object to qualitative arguments and insights about humanistic subjects”? 
(46). They suggest that we distinguish between signal and concept. a signal can 
be any textual feature that can be analyzed computationally––anything from 
term frequencies, word or sentence lengths, stylometric features, or sentiment 
scores (as shown above). Similar to Braithwaite’s theory, a concept is what we 
as humanistic scholars “take a signal to stand for, or the phenomenon we take 
the signal to reveal” (47). To be sure, arguments are the building-blocks of 
the narratives we tell ourselves about the world and about other narratives, 
concepts, and arguments that lie at the core of humanistic inquiry. But less has 
been said about the role of signals in humanistic scholarship (except perhaps in 
new media studies via information theory), and particularly the ways that they 
can furnish new kinds of arguments that would not have been possible without 
computation. “Few,” as Heuser and Le-Khag rightly posit, “would be interested 
in a key, overlooked difference in the term frequencies of the 50 most frequent 
words between two authors, but if, instead, we found a key, overlooked differ-
ence in authorial style, more ears would probably perk up” (47). Heuser and 
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le-Khag propose that scholars get even more data in order to harvest more 
signals to bridge the gap from signal to concept. in moving toward ever greater 
distance from a close reading, they suggest “what may be needed in fact is more 
numbers” (48).

now, while the recent breakthroughs in llms seem to confirm that 
more data produces more powerful systems of text prediction and generation, 
these advances in “natural language processing” do not necessarily translate 
into “natural language understanding.” even more so, the move towards ever 
larger data sets raises the risk of “incurring documentation debts”10 as well as 
increased resources and energy consumption.11 size and quantity alone will not 
suffice to make digital tools and their output more explainable, whether that 
output would be text, numbers, or in any other modality. What then remains in 
bringing the power of computation down to the layers of human understand-
ing, communication, and understanding? our data-driven approach to reading 
melville with computers is neither predicated on big data nor on distant read-
ing procedures, but rather on an iterative, pragmatic approach that combines 
close and corpus-based forms of reading.

as mmo, mel, and mpCo demonstrate, digital scholarship has come 
a long way to provide us with textual data and digital facsimiles of melville’s 
work and collection of books and prints. But, as Gavin has asked, what exactly 
are these new textual things (corpora) and what kinds of forms of criticism 
will they facilitate? as was shown in the example of melville’s revisions in 
Billy Budd, using a combination of digital tools and resources to investigate 
the revision process can facilitate a more detailed understanding of fluid texts. 
however, as indicated earlier, the syuzhet package was inspired by what Kurt 
Vonnegut proposed to call the “shape of stories.” Following Vonnegut, Jockers 
implemented the syuzhet package based on the finding that changes in the 
emotional valence (sentiment) of a text does seem to correspond with plot 
movement. it was Vonnegut himself who held that there is “no reason why the 
simple shapes of stories cannot be fed into computers.”12

plotting the shape of stories alongside the editorial fluidity of the text 
already demonstrated the many potentials of computationally enhanced read-
ing of literary texts. in what is to follow, we want to return to sentiment anal-
ysis to draw yet another connection between data and narrative, by relating 
another data story about melville. as indicated in the previous section, the syu-
zhet package performs a vectorized look-up in a variety of standard dictionar-
ies. among those is the “nrC Word-emotion association lexicon” (in short, 
emolex). emolex works by assigning collectively attributed sentiment values 
to eight emotional categories: anger, anticipation, disgust, fear, joy, sadness, 
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surprise, and trust (see also Plutchik). applied to Billy Budd, the NRC-lexicon, 
as implemented in Syuzhet, allows us to examine the occurrence of words that 
can be associated with the eight basic emotions mentioned above (Fig. 12).

This analysis shows a significant and continuous rise in words associated 
with fear in the novel and a smaller but noticeable increase in words of sadness 
from roughly the second half of the novel. The initial spike in trust- associated 
words in the plotted values deserves closer scrutiny. The Syuzhet package 
tokenizes the novel into individual sentences (1166 in total) and matches the 
sentiment score of every word relative to eight emotional categories. The 215th 
sentence in the novel here scores the highest number in trust-words (7 points) 
and registers fairly high on the anticipation scale (5 points).

How such a designation happened to fall upon one who whatever his sterling 
qualities was without any brilliant ones was in this wise: A favorite kinsman, 
Lord Denton, a free-hearted fellow, had been the first to meet and congratu-
late him upon his return to England from his West Indian cruise; and but the 
day previous turning over a copy of Andrew Marvell’s poems had lighted, not 
for the first time however, upon the lines entitled Appleton House, the name 
of one of the seats of their common ancestor, a hero in the German wars of 
the seventeenth century, in which poem occur the lines,
This ‘tis to have been from the first
In a domestic heaven nursed,
Under the discipline severe
Of Fairfax and the starry Vere.13

This sentence from chapter 6 of the novel, in which Captain Vere is introduced, 
displays an interesting crescendo of building Vere’s image as an intelligent, 
well-read, disciplined, and cultured man with a strong sense of morality, duty, 
and responsibility––in short, a man of trust and integrity. It is also noteworthy 
that this sentence also has an explicit allusion to another author important to 
Melville, Marvell (allusion as trust?). What stands out from the chart of emo-
tions above is the continuous decline in the emotion of joy as we follow the 
tragedy of the Handsome Sailor. With fear steadily increasing as the narrative 
proceeds through the novella, the most fearsome sentence according to the 
NRC-lexicon coincides with the key scene in which Billy is first confronted 
with the charge of mutiny in Chapter 19, and, as already mentioned above, it is 
the sentence with the most negative sentiment value in the novel.

Two stories stand out from these experiments. First, Melville did more 
than complicate the character of Vere as he revised Billy Budd; he changed 
the overall sentiment and thereby “the shape of the story” significantly to a 
darker (more negative) end. Secondly, Billy Budd reveals a much more nuanced 
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philosophical and ethical-judicial picture of trust and judgment. the preva-
lence of words associated with anticipation remains undecided until the very 
end of the novel, when fear and anger reach their peak and trust plummets to 
its lowest level. it is especially the steep decline in trust-related words toward 
the end of the novel, associated with a rise of sadness and fear, that Billy Budd 
leaves us bewildered with Vere’s regret of Billy’s execution, despite his moral 
intuitions. having followed the naval-codes upon which much of captain Vere’s 
trust and trustworthiness seem to have rested, the emotional “shape of the 
story” of Billy Budd ends in a dissolution of hope and optimism as well as 
an almost ontological distrust in the ordering principles from which trusting 
relationships emerge. it is melville’s own fundamental undecidedness about 
the philosophical underpinnings of justice and injustice in Billy’s death sen-
tence that dictates the emotional shape of Billy Budd. the irresolvable conflict 
between the strictness of the law and the need for exceptions seems to leave 
little room for trust towards the end of Billy Budd. seen from this perspective, 
Billy Budd continues and concludes melville’s intensive studies of the fabric of 
trust and confidence undertaken by The Confidence-Man and earlier novels––a 
perspective that is certainly worthy of further analysis. and we really want to 
stress further analysis, for the nature of this new methodology of computa-
tional and corpus-based research is to experiment with the quantitative results 
and pursue other creative and critical modes of interpreting them.

Dictionary-Based Analysis and Rule-Based Approaches to AI

Despite the famous––or perhaps infamous14––history of the term “dis-
tant reading,” as coined by Franco moretti, using computers to read 
literary texts is not inextricably connected to a stance of epistemo-

logical detachment. as martin eve and others have shown, close reading with 
computers yields many promising extensions of humanities methods. digital 
humanities may often start with counting words, but it rarely ends there. in 
current developments of computational tools for natural language processing 
(nlp), artificial intelligence (ai), but also psychology, we find an interesting 
disjuncture that relates to the difference in distant and close ways of reading in 
a rarely acknowledged way. in light of recent breakthroughs and media hype 
of generative ai tools such as ChatGpt, the cognitive scientist Gary marcus 
has repeatedly made the point that research in the field of ai has been focusing 
extensively on methods of machine learning15 in which enormous computa-
tional power can train mathematical models of neural networks on vast and 
“unfathomable” amounts of data, as emily Bender has also emphasized.16 this 
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truly “distant” form of reading the texts of the world has, owing to recent 
advances in computational design and the availability of ever greater super-
computers, created a strong and problematic bias toward solving more and 
more problems in aI and related fields with deep learning to the disadvantage 
of “rule-based” approaches.17 These rule-based approaches are––despite many 
problems of their own––much more akin to models of close reading developed 
and cultivated in the humanities. an interesting example of a rule-based sys-
tem is the Syuzhet Package. as described above, the package divides text into 
distinct chunks and compares, following strict and well-defined rules, each 
chunk (words or sentences) with existing sentiment dictionaries. Those dic-
tionaries, such as the one used above, are previously created lists of words 
rated by a host of different human readers according to a quantified sentiment 
value. an ethical caveat has to be raised here. The NRC-Emotion Lexicon was 
put together in a collaborative effort brought about by a hired workforce on 
the crowd-sourcing platform amazon Mechanical Turk. a host of ethical prob-
lems arise from this. First, the modes of production of precarious labor shall 
not be glossed over here. Outsourcing the important work of data curation of 
any digital projects is ultimately damaging the profession. Despite the fact that 
the NRC lexicon did not explicitly start as a Digital Humanities project we 
want to acknowledge the time and labor of those many invisible people (see 
Mohammad and Boyles for more general discussions of Digital Humanities and 
precarious labor).

The reason why we bring up the dictionary or rule-based approach is 
two-fold. First of all, rule-based approaches have advantages and disadvan-
tages, but the fact that they currently seem to lose the race with Machine Learn-
ing methodologies may have to do with the fact that most rule-based systems 
struggle to deal with a whole array of linguistic phenomena that are germane 
to literary writing––ambiguity, irony, double negations, contextual references 
(long-range dependencies in texts), and denotation, for example. However, 
taking into account the amount of labor, time, and resources it requires to train 
LLMs such as GPT or BERT, they turn out to be remarkably underwhelming 
compared to rule-based approaches. as Elkins remarks:

When Jon Chun and I began working with the latest transformer models 
our natural assumption was the newer AI models would work best. This was 
probably partially due to our work with GPT-2 and GPT-3 (Elkins and Chun, 
2020), which revealed that, for language generation, transformer models far 
outperform simpler language models. Surprisingly, state-of-the-art models 
can often struggle with common text as can be seen when different trans-
former models like BERT, RoBERTa, and T5 produce more disagreements 
than simpler lexical models like Syuzhet, Bing, and NRC (Chun 2021). Like a 
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human foreign language learner, AI transformers rely on a more sophisticated 
level of interpretation that can sometimes be woefully wrong. (86)

using resource-intensives models such as Gpt or Bert, she holds (and it is 
worthwhile to note here that her experiments with sentiment analysis and 
plot-detection were carried out long before the release of ChatGpt) that despite 
their at times uncanny performance in text creation, llms are not particularly 
useful in the contexts of digital literary studies.

Melville in the Age of Artificial Intelligence

Let’s again consider the opening epigraph generated by ChatGpt. it illus-
trates a few instructive problems: for one, llms are better at producing 
what harry Frankfurt called “bullshit,” which is to say plausible and 

apparently valid text that is hollow, dubious, and, more often than not, not 
truthful. the fact that the opening it produced sounds a lot like an academic 
essay should ask us to consider whether our own mode of writing should be 
less predictable. perhaps a silver lining in this tool is that it could push our 
students and colleagues to sound less programmatic and more creative in their 
approaches to essay writing. Given the fact that llms like Gpt are in a substan-
tial way built and “trained” on gigantic swaths of human-created text––texts 
that range from shakespeare to instruction manuals of washing machines––
how can we be original in the face of not only an incomprehensible collection 
of human textuality via the internet, but also its machine-driven synthesis avail-
able at any time? While the discussions of what llms will eventually mean for 
higher education in general have just begun,18 we will discover that a world 
of artificial intelligence will be a world in which truthfulness and authenticity 
are even more difficult to proclaim. one possible remedy might be to use such 
technology as a means of analysis and reading that ties texts back to reliable 
and repeatable findings instead of deracinated discourse alone. such modes of 
analysis enable scholars to ask different and novel research questions, and to 
find hitherto unexamined primary sources or to see material in a different light. 
But a more crucial point is that quantification should be brought back into the 
fold of literary studies. Quantification and statistical approaches to text make 
arguments harder, but in a fruitful way. our purpose here is to examine the 
affordances and limitations that computational methods bring to the critical 
discourses on melville and literary studies. a tool like ChatGpt will certainly 
impact the way we organize and conduct teaching and research. What Bender 
et al. call the fundamental “unfathomability” of the deep neural architectures 
upon which most current ai systems and models such as Gpt rely will continue 
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to be problematic, but they are humanistic problems, as they concern the nature 
of discourse and the cultural biases and negotiations that shape our linguis-
tic reality. Given the unbelievable amount of text and engineering required to 
train GPT, and given the fact that its sheer size and complexity confounds even 
its own creators, we might ask ourselves, “How can that be trustworthy that 
teaches distrust?” (Confidence-Man 243, 251). While certainly “something fur-
ther will follow from this masquerade!” these technological developments only 
highlight the importance of the creative and critical potentials of “smart” data 
that are grounded in established humanistic methods.

Notes
1 The text was the result of two prompts we gave to the Chat bot, asking it to write the open-

ing of an essay on Herman Melville and Digital Humanities, in an academic style, with a critical 
stance toward technology.

2 Emily Bender et al. have critically compared the technology behind Large Language Mod-
els (LLM) systems such as ChatGPT with “stochastic parrots” that, devoid of anything such as a 
human understanding of text, can nonetheless generate a sequence of words based on predictions 
of statistical word occurrences. See https://doi.org/10.1145/3442188.3445922.

3 See John Bryant’s “access and affiliation” in this issue for more on the history of MEL’s 
technological development.

4 For more information on the Text Encoding Initiative, the most widely accepted standard 
for encoding humanities texts, see https://tei-c.org/.

5 Tokenization is one of the fundamental steps of undertaking any text analysis operation. 
The process of tokenizing is to segment unstructured text data into chunks of information that 
can be considered as discrete elements (characters, words, ngrams, sentences, and so on). Those 
tokens can then be vectorized (put into numbered lists) in such a way to facilitate numerical rep-
resentations and statistical analyses of the text data.

6 To clarify, adding negation words does not necessarily entail a more “negative” story (lito-
tes, for example, do mean doubly negative, but they are still a form of understatement that change 
the sense of what would otherwise be a direct phrase). as we explain, all words come with emo-
tional valence values that affect the overall shape of the narrative.

7 For the documentation of the Syuzhet package, see https://cran.r-project.org/web/packages/ 
syuzhet/vignettes/syuzhet-vignette.html.

8 For more on the NRC dictionary, see http://www.saifmohammad.com/WebPages/NRC- 
Emotion-Lexicon.htm.

9 See Bryant 2021, Ch. 16, “a scar that the air of paradise cannot erase” (179–80), and 
Ch. 40, “an apology for adolescence” (475–76), for a discussion of “fictional strangulation” and 
adolescent anger in Redburn.

10 See Bender et al. who, long before the first release of ChatGPT, made the point that the 
trend towards larger and larger data sets to train language models opens a host of severe ethical, 
environmental, and political problems.

11 Digital Humanists have begun to advocate for awareness of the environmental impact of 
digitization and other digital tools. See, for example, the Digital Humanities Climate Coalition’s 
Green Digital Humanities Toolkit: https://sas-dhrh.github.io/dhcc-toolkit/.

12 Vonnegut first expressed this idea in a Master’s thesis submitted to the University of 
Chicago. The thesis was rejected, but he revisited the idea in a lecture that is now available on 
YouTube. https://www.youtube.com/watch?v=oP3c1h8v2ZQ.

13 See the MEL text of Chapter 6: https://melville.electroniclibrary.org/editions/versions-of- 
billy-budd/chapter-6.

14 On the contested story of the concept and Franco Moretti, see Klein. 



  C o m p u t a t i o n a l  m e t h o d s  i n  l i t e r a r y  s t u d i e s 

A  J o u r n A l  o f  M e l v i l l e  S t u d i e S  59

15 see marcus. https://www.nytimes.com/2023/01/06/opinion/ezra-klein-podcast-gary-marcus. 
html.

16 see Bender et. al.
17 see marcus.
18 see herman.
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